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Split Data

Bagian dataset yang kita latih untuk
membuat prediksi atau menjalankan
fungsi dari sebuah algoritma ML

Bagian dataset yang kita tes untuk
melihat keakuratannya, atau dengan kata
lain melihat performanya
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Metode Split Data




Random

No X1 X2 Y

Membagi Data Latih & Data Latih Data Uji

Data Uji:

PO =0 e s No X1 X2 Y No XL X2 Y
80:20 =8:2

90:10 =9:1
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No X1 X2 Y

K-Fold Cross Validation

data_training




Backpropagtion

Arsitektur Backpropagation
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“2-layer Neural Net", or :::23::%2;:7:;::’:lit\;.r;rNel" Lapisan terakhir dari neuron yang
“1-hidden-layer Neural Net" " .
STRYRTOURTSS “Pully-connected” layers menghasilkan output system

Y )

() (V) lapisan antara input layer dan
i e

output layer, dimana artificial
neuron yang memiliki sekumpulan
input pembobot 'weight' dan
prosedur untuk menghasilkan

d output neuron melalui Fungsi
aktivasi.

Lapisan yang membawa data masuk kedalam
system untuk kemudian di proses pada layer

q selanjutnya.




Fungsi Aktivasi




layar keluaran. Pada layar keluaran, fungsi aktivasi yang dipakai
adalah fungsi identitas : f(x) = x

-1

Gambar 7.3

7.1.3 Pelatihan Standar Backpropagation

Pelatihan Backpropagation meliputi 3 fase. Fase pertama dddldlv\ fase
maju. Pola masukan dihitung maju mulai dari layar n?n\ul\an hingga
layar keluaran menggunakan fungsi aktivasi yang ditentukan. Fase
kedua adalah fase mundur. Selisih antara keluaran ).1rin;,;d|/1 dengan
target yang diinginkan merupakan kesalahan yang terjadi. Kesalahan
tersebut dipropagasikan mundur, dimulai dari garis yang
berhubungan langsung dengan unit-unit di layar keluaran. Fase
ketiga adalah modifikasi bobot untuk menurunkan kesalahan yang

terjadi.

I e Fasel: Propagasi maju |

Selama propagasi maju, sinyal masukan (= x;) dipn)pagaqk.m/kc layar
tersembunyi menggunakan fungsi aktivasi yang ditentukan. I\u!uamn
dari setiap unit layar tersembunyi (= z) tersebut ,\.ci.nuuln\a
dipropagasikan maju lagi ke layar tersembunyi di Amsn\jn
menggunakan fungsi aktivasi yang ditentukan. Demikian seterusnya

hingga menghasilkan keluaran jaringan (= yx).

Algoritma Backpropagation

Berikutnya, keluaran jaringan (= yi) Llilmndingknn dengan target yang
harus dicapai (= t). Selisih tx — yx adalah kesalahan yang terjadi. Jika
kesalahan ini lebih kecil dari batas toleransi yang ditentukan, maka
iterasi dihentikan. Akan tetapi apabila kesalahan masih lebih besar
dari batas toleransinya, maka bobot setiap garis dalam jaringan akan
dimodifikasi untuk mengurangi kesalahan yang terjadi.

Iv Fase II : Propagasi mundurl

Berdasarkan kesalahan t; — Yk dihilung faktor ”‘4 (k=12;.:;,m) yang
dipakai untuk mendistribusikan kesalahan di unit yx ke semua unit
lersembunyi yang terhubung langsung dengan yi. &, juga dipakai
untuk mengubah bobot garis yang berhubungan langsung dengan
unit keluaran.

Dengan cara yang sama, dihitung faktor D“ di setiap unit di layar
tersembunyi sebagai dasar perubahan bobot semua garis yang berasal
dart unit tersembunyi di layar di bawahnya. Demikian seterusnya
ungga semua faktor & di unit tersembunyi yang berhubungan
langsung dengan unit masukan dihitung.

I * Fase [II : Perubahan lmlmll

Setelah semua faktor & dihitung, bobot semua garis dimodifikasi
ersamaan. Perubahan bobot suatu garis didasarkan atas faktor &
neuron di layar atasnya. Sebagai contoh, perubahan bobot garis yang
menuju ke layar keluaran didasarkan atas & yang ada di unit

keluaran

liga fase terebut diulang-ulang terus hingga kondisi penghentian
lipenuhi. Umumnya kondisi penghentian yang sering dipakai adalah
imlah iterasi atau kesalahan. Iterasi akan dihentikan jika jumlah
lerasi yang dilakukan sudah melebihi jumlah maksimum iterasi yang
litetapkan, atau jika kesalahan yang terjadi sudah lebih kecil dari batas

toleransi yang diijinkan




Algoritma Backpropagation

Algoritma pelatihan untuk jaringan dengan satu layar tersembunyi
dengan fungsi aktivasi sigmoid biner) adalah sebagai berikut :
& & & &

Langkah 0 : Inisialisasi semua bobot dengan bilangan acak kecil

Langkah 1 : Jika kondisi penghentian belum terpenuhi, lakukan
langkah 2 -9

Langkah 2 : Untuk setiap pasang data pelatihan, lakukan langkah 3 -8
Fasel : Propagasi maju

Langkah 3 : Tiap unit masukan menerima sinyal dan meneruskannya
ke unit tersembunyi di atasnya

Langkah 4 : Hitung semua keluaran di unit tersembunyi z (j=1,2,
ey p)

n
znetj = v, + Z\ v
i=l

1
zj = f(z_net;) = -
l+e”
Langkah 5 : Hitung semua keluaran jaringan di unit yx (k=1,2,...,
m)

p
y_netx = w,, + Z:‘ Wy
j=l

yk = f(y_netx) =

Fase Il : Propagasi mundur
Langkah 6 : Hitung faktor & unit keluaran berdasarkan kesalahan di

setiap unit keluaran yy (k=12 .:;m)

v.) ['(y _net,)

O, merupakan unit kesalahan yang akan dipakai dalam perubahan

bobot layar di bawahnya (langkah 7)

IHitung suku perubahan bobot wi; (yang akan dipakai nanti untuk
merubah bobot wy) dengan laju percepatan

.'\u‘h =a o, z, 3 k=120 5 §=02p5 p

Langkah 7: Hitung faktor & unit tersembunyi berdasarkan kesalahan
di setiap unit tersembunyi z (j=1,2, ..., p)

O _net, = Zl»‘}.“.ﬁ
lFaktor 6 unit tersembunyi :

8,=8_net, f'(z_net;) = & _net; z,(1-z,)
IHitung suku perubahan bobot v; (yang akan dipakai nanti untuk
merubah bobot  vj)

Av, =a o“, % j=2L200p 5 i=010
lase 1II : Perubahan Bobot
Langkah 8 : Hitung semua perubahan bobot
I"erubahan bobot garis yang menuju ke unit keluaran :

W, (baru) = w, (lama) + Aw,, (k=1,2,..m ; j=0,1, w7 P)

I'erubahan bobot garis yang menuju ke unit tersembunyi

v, (baru) =v, (lama)+ Av §=12,..p ; i=0,1;..;n)

wielah pelatihan selesai dilakukan, jaringan dapat dipakai untuk
pengenalan pola. Dalam hal ini, hanya propagasi maju (langkah 4
dan 5) saja yang dipakai untuk menentukan keluaran jaringan
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'Studi Kasus

Data Set Data Latih
No x1 X2 Y no x1 2
1 1 1 0 . . 1
2 1 0 1 2 1 e
3 0 1 1 3 0 1 1
4 0 0 0 4 0 0 0
5 1 1 0 Data Uji
6 1 0 1 No x1 X2 Y
5 1 1 0
6 1 0 1
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Apabila fungsi aktivasi yang dipakai bukan sigmoid biner, maka Tabel 7.1

langkah 4 dan 5 harus disesuaikan. Demikian juga turunannya pada

langkah 6 dan 7

Contoh 7.1

Gunakan Backpropagation dengan sebuah layar tersembunyi (dengan
3 unit) untuk mengenali fungsi logika XOR dengan 2 masukan x; dan
x2. Buatlah iterasi untuk menghitung bobot jaringan untuk pola

pertama (x1=1,x =1 dan t = 0). Gunakan laju pemahaman @ = 0.2

Penyelesaian

Arsitektur Backpropagation dengan 1 layar tersembunyi yang terdiri
dari 3 unit untuk mengenali fungsi XOR tampak pada gambar 7.4

Langkah 4 : Hitung keluaran unit tersembunyi (z)
znetj= v »>_ X,V

7. net -03+1(02)+1(0.3) = 02
znet: = 03+1(03)+1(0.1) = 0.7

net 03+1(-01) +1(-0.1) = 0.1
Gambar 7.4

Z ; 1 P o ot ) =
Mula-mula bobot diberi nilai acak yang kecil (range [-1, 1]). Misal z_net;)

didapat bobot seperti tabel 7.1 (bobot dari layar masukan ke layar
tersembunyi vi) dan 72 (bobot dari layar masukan ke layar

tersembunyi = wy)
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Jaringan Syaraf Tiruan dan Pemrogramannya Mengunakan Matlab WACK PROPAGATION

Langkah 5 : Hitung keluaran unit yy & net,= (-0.11) (0.5) = -0.05

y_netx = w,, TZ::: Wy, = ) _nety= (011) (03) = 0.03
a net,= (-0.11) (-0.4) = 0.04

Karena jaringan hanya memiliki sebuah unit keluaran vy maka y_net i ) 7%
’ i laktor kesalahan & di unit tersembunyi :

3
= y_net = w, Y;;‘ wy; = 0.1+ 0.55(05) +0.67 (-0.3) + 0.52 (-0.4) = 5 sa SR T e R
&, = -0.05 (0.55) (1-0.55) = -0.01

0.03 (0.67) (1-0.67) = 0.01
o 0.04 (0.52) (1-0.52) = 0.01
Képgiai .« Hitung faktor & dinit keluarun oL uku perubahan bobot ke unit tersembunyi Av;, =« &, X
S =(t=») S (y_net) = (4, -»)y (- ¥, ) - Karena jaringan Y SE=0-12)
hanya memiliki sebuah keluaran maka . =80= ([ _y)y“ 7‘) E Tabel 7.3
(0-0.44) (0.44) 1-0.44) = -0.11

7 4

Suku perubahan bobot wy; (dengan & =0.2) : |
perubz i (deng ) = (02)(001) |

Av,, = (02) (-0.01) = (02) (0.01) Av,, =
1) =0 ®=0 m=0 \

Aw,=ad,z;=adz; ; j=0,1,..,3
Aw, = 02(-0.11) (1) = -0.02 Av, = (02) (0.01)  Av,,= (02)(0.01)  Avy, = (02)(0.01)
Aw,, = 02 (-0.11) (0.55) = 0.1 m=0 H=0 A)S0 ‘
= (0.2) (-0.01) Av,, = (0.2) (0.01) Av,, = (0.2) (0.01) |
Mn=0 1 =0 MH=0

Aw,, = 02(-0.11) (0.67) = -0.01 Ay

10

Aw,; = 02(-0.11) (0.52) = -0.01

i i Langkalh 8 : Hitung semua perubahan bobot
Langkah 7 : Hitung penjumlahan kesalahan dari unit tersembunyi h-aa ¢ I
=2) Perubahan bobot unit keluaran :
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