
Machine Learning – Backpropagation 
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Split Data 

Data set

Training 
set 

Testing 
set Bagian dataset yang kita tes untuk

melihat keakuratannya, atau dengan kata 
lain melihat performanya

Bagian dataset yang kita latih untuk 
membuat prediksi atau menjalankan 
fungsi dari sebuah algoritma ML



Metode Split Data 

Metode split 
data

Random Algoritma
K-fold cross 
validation



Random
No X1 X2 Y

1 1 1 1

2 1 0 0

3 0 1 0

4 0 0 0

5 1 1 1

6 1 0 0

7 0 1 0

8 0 0 0

9 1 1 1

10 1 0 0

Membagi Data Latih & 

Data Uji: 

70 : 30  = 7 : 3

80 : 20  = 8 : 2

90 : 10  = 9 : 1

No X1 X2 Y

1 1 1 1

2 1 0 0

3 0 1 0

4 0 0 0

5 1 1 1

6 1 0 0

7 0 1 0

No X1 X2 Y

8 0 0 0

9 1 1 1

10 1 0 0

Data Latih Data Uji 



K-Fold Cross Validation
No X1 X2 Y

1 1 1 1

2 1 0 0

3 0 1 0

4 0 0 0

5 1 1 1

6 1 0 0

7 0 1 0

8 0 0 0

9 1 1 1

10 1 0 0

Iterasi 1 1 2 3 4 5 6 7 8 9 10

Iterasi 2 1 2 3 4 5 6 7 8 9 10

Iterasi 3 1 2 3 4 5 6 7 8 9 10

Iterasi 4 1 2 3 4 5 6 7 8 9 10



Backpropagtion
Arsitektur Backpropagation

Input

Output

Hidden Layer
Lapisan yang membawa data masuk kedalam
system untuk kemudian di proses pada layer 
selanjutnya.

Lapisan terakhir dari neuron yang 
menghasilkan output system

lapisan antara input layer dan 

output layer, dimana artificial 

neuron yang memiliki sekumpulan

input pembobot 'weight' dan 

prosedur untuk menghasilkan

output neuron melalui Fungsi

aktivasi.



Fungsi Aktivasi 



Algoritma Backpropagation



Algoritma Backpropagation



Studi Kasus

No x1 x2 Y

1 1 1 0

2 1 0 1

3 0 1 1

4 0 0 0

5 1 1 0

6 1 0 1

Data Set

No x1 x2 Y

1 1 1 0

2 1 0 1

3 0 1 1

4 0 0 0

Data Latih

No x1 x2 Y

5 1 1 0

6 1 0 1

Data Uji



Studi Kasus



Studi Kasus



Studi Kasus


