Machine Learning

Pingky Dezar Zulkarnain, SE., M.Sc., Ph.D
Putri Cholidhazia., ST., Mkom




Overview

‘ Pengenaan machine learning

Proses tahapan machine learning

Cara kerja machine learning

Algoritma machine learning

Implementasi machine learning




Artificial Intelligence:

Adalah sebuah teknologi yang diciptakan untuk
mengimplementasikan kecerdasan manusia. Dimana

teknologi ini akan di implementasikan pada mesin
computer

Contoh: Sistem Pakar

ARTIFICIAL INTELLIGENCE

Programs with the ability to
learn and reason like humans

MACHINE LEARNING
Algorithms with the ability to learn
without being explicitly programmed

DEEP LEARNING
Subset of machine learning
in which artificial neural
networks adapt and learn
from vast amounts of data




Sistem Pakar

Membangun pengetahuan berupa aturan kompleks yang secara eksplisit kita terapkan dalam
program

1 if (condition):
if (condition):
if(condition):
if(condition):
if(condition):
if(condition):
if(condition):
if(condition):
if(condition):
10 if(condition)
11 if(condition):

12 if(condition):
13 else:
14 else:
5 else:
1€ else:
17 else:
18 else:
19 else:
else:
else:
else:
else:
24 else:




Sistem Kerjanya

- Kita berusaha memahami data / kondisi

- Kita merancang aturan berdasarkan
aturan tersebut

- Kita implementasikan data tersebut

- Mesin menjalankan aturan tsb.




Data yang kompleks.




Bisa gak bikin program yang

kalau dikasih data mesin bisa
belajar sendiri {2




Machine Learning:

Sub-area dari computer science yang mampu memberikan computer kemampuan untuk
belajar tanpa diprogram secara eksplisit

if (begini):

maka.begitu() _ .
Rule — Based » S ——— Model based » data = data.ambil()
1T alto guni):

maka.harus_gitu() model = AlgoritmaML()

else (kalo gitu): s arl dat:
else (kalo gitu): model.belajar(data)
maka. jangan_gini_banget()

DEgLtu): print(model
1. begono( )
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Kelompokan data ini menjadi 2 kelompok, kelompok lulus dan tidak lulus ?
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Jam belajar per hari else:
print("ga lulus")




Kelompokan data ini menjadi 2 kelompok, kelompok lulus dan tidak lulus ?
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Kelompokan data ini menjadi 2 kelompok, kelompok lulus dan tidak lulus ?
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Kelompokan data ini menjadi 2 kelompok, kelompok lulus dan tidak lulus ?
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Kelompokan data ini menjadi 2 kelompok, kelompok lulus dan tidak lulus ?
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Kelompokan data ini menjadi 2 kelompok, kelompok lulus dan tidak lulus ?
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Kelompokan data ini menjadi 2 kelompok, kelompok lulus dan tidak lulus ?
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)} 4. Ulangi Langkah 2 dan 3




Kelompokan data ini menjadi 2 kelompok, kelompok lulus dan tidak lulus ?
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Tahapan dalam machine learning

>
Preparing that data
5 Choosing a model
Training
$ Evaluation
Hyperparameter Tuning
s Prediction




Gathering Data (mengumpulkan data)

Data mentah bisa berupa Excel, Ms Access, file teks dan lain-lain. Langkah ini membentuk dasar
pembelajaran masa depan. Semakin banyak variasi, kepadatan dan volume data yang relevan,
semakin baik prospek pembelajaran untuk mesin.

Situs akses data:

https://databoks.katadata.co.id/
https://www.kaggle.com/datasets
https://archive.ics.uci.edu/ml/datasets.php
https://www.bps.go.id/
https://data.jakarta.go.id/




Gathering Data

Source: Data Kesehatan balita - Jurnal

. Balita ke- Tinggi Berat Badan
Source : Data Bunga - Kaggle Badan (IB) |  (BB)
Balita 1 65 5.8
Balita 2 65 7.2
Id SepallengthCm SepalWidthCm PetallengthCm PetalWidthCm Species gitai gg ;
~
15.1 3.5 1.4 0.2 Iris-setosa Balita 5 33 58
249 3.0 1.4 0.2 Iris-setosa Balita 6 51 3
34,7 3.2 1.3 0.2 Iris-setosa Balita 7 54 3.5
446 3.1 1.5 0.2 Iris-setosa Balita8 | 52.5 7.8
55.0 3.6 1.4 0.2 Iri Balita 9 70 4.2
: : : : ris-setosa Balita 10 | 71 6.0
6 5.4 3.9 1.7 0.4 Iris-setosa Balita 11 725 7
74.6 3.4 1.4 0.3 Iris-setosa Baﬂm 12 71,5 83
8 5.0 3.4 1.5 0.2 Iris-setosa g:ll%z :i ?g 2
. 1 - ) .
94.4 2.9 1.4 0.2 Iris-setosa Balita 15 33 6.5
10 4.9 3.1 1.5 0.1 Iris-setosa Balita 16 465 5.7
11 5.4 3.7 1.5 0.2 Iris-setosa Baﬁm 17 |95 12
12 4.8 3.4 1.6 0.2 Iris-setosa Balita 18 | 82 9.7
Balita 19 75 8
Balita 20 99 11
Balita 21 99 7.8
Balita 22 97.5 10
Balita 23 88 9.4




Persiapan Data

Types of Machine Learning

Machine Learning

Task Driven Data Driven Learn from
(Predict next value) (Identify Clusters) Mistakes

il




Supervised

Algoritma supervised ditandai dengan: Supervised Learning in ML
1. Data memiliki label
2. Data yang sudah ditandai sebagai Input Data

jawaban yang benar. Hal ini yang “ { ' ‘
menyebabkan algoritma ini disebut

dengan algoritma yang diawasi. & ' ‘ ®
3. Algoritma supervised learning
belajar dari data training berlabel

)

yang dapat dimanfaatkan untuk It’s Apples

memprediksi hasil untuk datayang  annotations

tidak terduga. Prediction
These are

apples




Supervised Learning

Supervised Learning




Unsupervised

Algoritma supervised ditandai dengan:

1.
2.

3.
4.

Data tidak memiliki label

Teknik pembelajaran mesin, dimana kita tidak perlu mengawasi modelnya, kita hanya perlu mengizinkan
model untuk bekerja sendiri mencari informasi.

Algoritma unsupervised learning bisa menemukan semua jenis pola yang tidak diketahui di dalam data.
Metode unsupervised learning akan menemukan fitur yang berguna untuk proses kategorisasi. Algoritma
unsupervised learning berlangsung secara real time. Artinya, semua data input dianalisis dan kemudian hasil
analisisnya baru diberi label.

Unsupervised Learning in ML

Input Data Qutput
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Unsupervised Learning

( Input Raw Data ) ( Algorithm )

« Unknown Output
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Reinforcement

Algoritma reinforcement ditandai dengan:

memungkinkan komputer dapat belajar sendiri dari lingkungan. Komputer akan melakukan pencarian
sendiri (self-dicovery) dengan cara berinteraksi dengan lingkungan. Selama proses training,
komputer akan dituntun oleh algoritma untuk melakukan kegiatan trial and error.
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Kesimpulan

Supervised Un-Supervised
Learning Learning

Mo

Target
Target




Data Selection
Data Preprocessing

Data Transformation




Teknik & Implementasi Machine Learning

Data

Flawr

Supervised
Learning

— Fraud detection

— Email Spam Detection
— Diagnostics
— Image Classification

Risk Assessment
Score Prediction

Types of
Machine Learning

Unsupervised
Learning

A TN T
JIr NSIOr 5

Text Mining
Face Recognition

Big Data Visualization
Image Recognition

Biology
City Planning
Targetted Marketing

'\

Reinforcement
Learning




Classification

Classification (Klasifikasi) : Klasifikasi adalah sebuah teknik untuk mengklasifikasikan

atau mengkategorikan beberapa item yang belum berlabel ke dalam sebuah set kelas
diskrit.

Berkaitan dengan output data kategorik seperti apakah berwarna merah atau
tidak, apakah cuaca cerah atau mendung, sehat atau sakit




Classification

Klasifikasi mencoba mempelajari hubungan antara kumpulan variabel fitur dan variabel target.
Dalam klasifikasi, variabel targetnya bertipe kategori.

Feature Variables ww Target Variable

(Z:ml-length sepal-width | petal-length | petal-width |/class “ ~

5.1 3.5 1.4 0.2 Iris-setosa

5.4 3.9 1.7 0.4 Iris-setosa

5.9 3.2 4.8 1.8 Iris-versicolor

6.8 2.8 4.8 1.4 Iris-versicolor

6.9 3.2 5.7 2.3 Iris-virginica
\ 7.4 2.8 6.1 1.9 Iris-virginica

Z 2.8 4.8 1.8 . ? )

— ™ —




Classification

Petal
Samples .
(instances, observations)

5.9 Virginica

l i e
/ Class labels

(targets)

Features
(attributes, measurements, dimensions)

Model classification bertujuan untuk
menentukan kelas berdasarkan atribut tertentu.

Pada kasus klasifikasi Iris, sebuah model
bertugas untuk memprediksi spesies dari
sebuah bunga iris berdasarkan atributnya yaitu
panjang sepal, lebar sepal, panjangpetal, dan
lebar petalnya.

Contohnya panjang petal dari Iris Setosa lebih
pendek dari spesies versicolor dan virginica.
Maka jika panjang petal pendek maka
kemungkinan spesies Iris tersebut adalah
Setosa.




Regression

* Regression (Regresi) : Suatu teknik analisis untuk mengidentifikasi relasi atau hubungan
diantara dua variabel atau lebih.

» Model regresi memprediksi bilangan kontinu.

) Dependent
Independent Variable (X) ﬂ Variable (Y)
fbod pm\[[price |
/ y-style engine-size | horsepower | peak-rpm \\||price
convertible 130 111 5000 13495
convertible 130 111 5000 16500
hatchback 152 154 5000 16500
sedan 109 102 5500 13950
sedan 136 115 5500 17450
wagon 136 110 5500 18920
\Qatchback 131 160 5500 L ?




Dimensionality Reduction

Dimensionality Reduction : adalah proses pengurangan dimensi dari
data yang berdimensi besar menjadi data yang berdimensi kecil.

Ada dua teknik dalam dimensionality reduction ini, yaitu :
1. Feature selection, memilih feature yang berpengaruh dari

sekumpulan data asli.
2. Feature extraction, membentuk feature baru berdasarkan feature

yang lama dengan dimensi yang lebih sedikit dibandingkan dengan
sebelumnya.




Clustering

Clustering : Sebuah metode machine learning unsupervised untuk mengelompokkan
objek-objek yang memiliki kemiripan, ke dalam sebuah klaster.

fig 1: before applying
k-rmeans clustering

" cluster 1

/\a cluster 2

o N7 cluster 3

7
fig 2: After applying K-
means clustering




Assoclation rule

Association rule untuk menemukan atribut yang muncul dalam satu waktu. Association rule

mining adalah suatu prosedur untuk mencari hubungan antar item dalam suatu data set yang
ditentukan.

Association rule meliputi dua tahap:
1.Mencari kombinasi yang paling sering terjadi dari suatu item set.
2.Mendefinisikan condition dan result (conditional association rule)




Algoritma ML

[ Machine Learning ]

[ Supervised Learning ] [ Unsupervised Learning ] [ Reinforcement Learning ]

| !
[ Classification ] [ Regression ] [ Clustering ] [ Decision Making ]
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Tahapan ML
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Penerapan ML

Image

Structure Classification

Discovery Feature Y Customer

Meaningful
compression

Big data
Visualisation

Recommended
Systems
CLUSTERING

Targetted
Marketing

B
Customer

Segmentation

Real-Time Decisions @

@ Elicitation Fraud ® Retention
Detection ®

DIMENSIONALLY . .
REDUCTION CLASSIFICATION ® D|agnost|cs

® Forecasting

SUPERVISED
LEARNING

UNSUPERVISED

LEARNING ® Predictions

® Process
Optimization

MACHINE

LEARNING S

New Insights

REINFORCEMNET
LEARNING

® Robot Navigation

Game Al ® @ Skill Aquisition
o
Learning Tasks




Neural Network

(Jaringan Syaraf Tiruan)




